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Abstract. Desktop-as-a-Service is a Cloud Computing model that provides a
user with access to their desktop as a virtualized service in Cloud, offering scal-
ability, fault tolerance, availability and cost reduction. To offer better perfor-
mance in this environment, it is necessary to analyze alternative hypervisors,
checking which of them consume less resources from a given load on the system.
This article compares performance between the KVM and VirtualBox hypervi-
sors, specifically their consumption of CPU and memory. In our experiments,
KVM was 52% more efficient than VirtualBox regarding to CPU consumption
and achieved similar results related to memory consumption.

Resumo. Desktop-as-a-Service é um dos modelos da Computacdo em Nuvem
que prové o acesso de um usudrio a seu desktop como um servigo virtualizado
na Nuvem, oferecendo escalabilidade, tolerdncia a falhas, disponibilidade e
reducdo de custos. Para oferecer um melhor desempenho neste ambiente, é
necessdrio analisar alternativas de hypervisors, verificando quais delas con-
somem menos recursos a partir de uma determinada carga no sistema. Este ar-
tigo compara o desempenho entre os hypervisors KVM e VirtualBox em relacdo
ao consumo de CPU e de memdria. Em nossos experimentos, verificou-se que
o KVM foi 52% mais eficiente do que o VirtualBox em relacdo ao consumo de
CPU e obteve resultados semelhantes referentes ao consumo de memdria.

1. Introducao

Computadores convencionais ainda sdo a escolha mais comum em redes locais de pe-
queno e médio porte, como laboratérios de informatica, departamentos, pequenas em-
presas e callcenters. Nestes ambientes, as atividades realizadas pelos usudrios sao ho-
mogéneas, isto é, os usudrios executam aplicagdes semelhantes na maior parte do tempo
em que utilizam seu computador. Esses ambientes sdo adequados ao uso de solugdes de
Desktop-as-a-Service (DaaS).

DaaS preconiza a execucao da area de trabalho, com aplicagdes e arquivos do
usudrio em servidores virtualizados na Nuvem. A drea de trabalho € apenas mostrada
ao usudrio na tela de seu monitor. O controle da drea de trabalho € feito pelos dispos-
itivos de entrada, como mouse e teclado. Com o emprego deste conceito, os computa-
dores tém a unica funcdo de acessar o servidor, fazendo com que haja a possibilidade de



adquirir maquinas mais leves e que consomem menos energia elétrica. Desta forma, é
possivel reduzir os custos de toda a infraestrutura, além de prover beneficios existentes
na Computacdo em Nuvem como escalabilidade, disponibilidade, tolerancia a falhas e
seguranca. Uma opg¢ao de terminal sdo os thin clients[Deboosere et al. 2012], disposi-
tivos que tém a funcdo de apenas acessar o servidor remoto, que podem reduzir o con-
sumo de energia elétrica em cerca de 80% em relagdo aos computadores convencionais
[Dasilva et al. 2012].

Para prover uma solucdo de DaaS eficaz, faz-se necessario verificar quais os fa-
tores mais importantes para a criacdo desta plataforma, os softwares mais adequados para
a realizacao desta tarefa e os possiveis gargalos de desempenho que podem ocorrer. Uma
fonte de gargalo é a camada de virtualizacdo, chamada hypervisor, que gerencia o acesso
dos recursos da maquina fisica aos servidores hospedados em mdquinas virtuais (VMs,
Virtual Machines). Um hypervisor que gere alta carga no sistema pode influenciar dire-
tamente no desempenho de toda a solucdo, uma vez que geralmente hé varios servidores
sobre o hypervisor. Deste modo, o objetivo do artigo é comparar dois tipos de hypervi-
sors open-source - VirtualBox e KVM - para verificar qual deles € mais indicado para
ambientes DaaS.

O artigo esta dividido em seis secoes. A segunda secdo discorre os trabalhos
relacionados que contribuiram para a motivacdo dos objetivos deste artigo. A secdo 3
apresenta uma visdo geral de DaaS, discutindo sobre uma plataforma DaaS proposta por
nés explorando suas caracteristicas e funcionalidades. A se¢do 4 apresenta o experimento
de avaliacdo feito com parte da plataforma ja utilizavel, comparando o desempenho dos
hypervisor KVM e VirtualBox. Nas ultimas duas se¢Oes, concluimos o artigo € propomos
futuras pesquisas.

2. Trabalhos Relacionados

Alguns trabalhos na literatura buscaram comparar hypervisors por diferentes fatores,
como custos e desempenho. Outros formularam técnicas de avaliacdo automdticas para
simular o comportamento de usudrios no sistema a fim de verificar a qualidade de ex-
periéncia provida pelo sistema.

Chang, et al[Chang et al. 2013] concentraram-se na analise de custos, compara-
ndo cinco hypervisors (VMware ESX, Microsoft Hyper-V, Proxmox VE, Ubuntu KVM
e XenDesktop) em relacdo a custo por desempenho e ROI (Return On Investment). Apos
as comparagdes, os resultados demonstraram que o ESX possui o melhor ROI inicial,
mas para cargas de trabalho maiores o Proxmox VE oferece um resultado melhor. Em
referéncia ao custo por desempenho, o Proxmox VE obteve os melhores resultados. Os
autores concluiram que o Proxmox seria a melhor solu¢do devido ao menor valor de
custo por desempenho e por oferecer um bom ROI com altas cargas de trabalho durante
um periodo de 5 anos.

Opsahl [Opsahl 2013], também comparou hypervisors, porém todos open-source.
As trés opcoes foram KVM, XenDesktop e VirtualBox. Ele comparou as opg¢des uti-
lizando benchmarks para medir a velocidade de leitura e escrita de dados na memoria
principal e na cache, do desempenho da CPU e da taxa de I/O de disco. Os resultados
demonstraram que o KVM obteve desempenho melhor na leitura e escrita de memoria, no
desempenho da CPU e levemente inferior ao Xen nos testes com I/O, sendo o VirtualBox



o hypervisor com menor desempenho. Opsahl concluiu que o KVM ultrapassou o Xen
no periodo entre a leitura dos artigos base para seu trabalho e os testes realizados.

Ferramentas que emulavam o comportamento de usudrios no sistema também
foram criadas. Shabaitah [Shabaitah 2014] avaliou o desempenho de sistemas DaaS
baseado em plataforma proprietaria (Windows) por meio de um método automatico para
emulacdo do comportamento de usudrios. Neste trabalho, buscou-se emular trés tipos de
usudrios: leve, pesado e multimidia. O primeiro digitava lentamente e abria programas
leves, como o Word. O segundo utilizava mais recursos, abrindo varios programas de
uma vez como o browser, o Excel e o PowerPoint. O ultimo executava um video e uma
musica curta. Com base nestes usudrios, Shabaitah buscou entender o comportamento de
cada grupo de usudrios no sistema, para que desta forma fosse oferecida a quantidade de
recursos mais eficiente para cada um deles.

Nosso experimento buscou comparar os hypervisors VirtualBox e KVM, a fim
de verificar se os resultados assemelhavam-se aos de [Opsahl 2013] em um sistema
DaaS. Para isso, criamos uma ferramenta de avaliacdo automdtica seguindo o trabalho
de [Shabaitah 2014], com a diferenca que automatizamos o comportamento do usudrio
em um sistema operacional Linux. Desta forma, iremos verificar a carga no sistema e
comparar o desempenho dos hypervisors open-source para concluir qual poderia ser uma
melhor op¢do para um ambiente DaaS.

3. Uma visao geral de Desktop-as-a-Service

DaaS pode ser definido como uma das categorias de servico da Computagao em Nuvem
que se caracteriza pela execucao da drea de trabalho (desktop) e aplicagdes do usudrio re-
motamente, em maquinas virtuais na Nuvem. Nesta Nuvem, a drea de trabalho, aplicacdes
e arquivos do usudrio sdo hospedados, permitindo que ele acesse sua drea de trabalho a
partir de terminais, ou seja, dispositivos como tablets, smartphones, thin clients, com-
putadores convencionais ou notebooks que possuam acesso a Nuvem através da Internet
ou da rede local. A Figura 1 apresenta a arquitetura em camadas proposta em nossa
plataforma DaaS. Outras plataformas apresentam estrutura semelhante com algumas par-
ticularidades.

Terminais

Servigo de Deskiop Virtual Servigo de Administragdo Servigo de Boot Remoto

Geréncia de Nuvem

Virtualizagdo Armazenamento

A A____A____ A J

Figura 1. Arquitetura da plataforma

O terminal, também chamado de cliente, € um dispositivo que acessa o servidor
e mostra ao usudrio apenas a tela de sua drea de trabalho. Sua funcdo é de enviar ao
servidor, por meio dos protocolos, os comandos referentes as agdes do usudrio, que sao
recebidas através da interacdo deste com os dispositivos de entrada como mouse e teclado.



Em termos de servigo, sdo propostos trés. O Servigo de Desktop Virtual trans-
mite a tela remotamente do servidor ao terminal, através de protocolos de acesso es-
pecificos. Por sua vez, o Servico de Administracdo consiste na geréncia de usudrios
centralizada e caracterizada pelo controle de usudrios, correspondendo a cria¢ao, edicdao
e remocdo de usudrios de maneira simples. Além disso, o administrador pode atribuir
uma politica de uso do sistema que inclui permissdes especificas para grupos de usudrios.
Por fim, o Servico de Boot Remoto compreende: a entrega do IP ao terminal por meio
do DHCP(Dynamic Host Configuration Protocol); o boot remoto que geralmente ocorre
através do protocolo PXE (Preboot Execution Environment); e a escolha de qual dispos-
itivo os recursos serdo utilizados, ou seja, se o terminal utilizard seus recursos ou apenas
acessard o servidor.

Com relacdo ao gerenciamento de nuvem, destacam-se as func¢des de balancea-
mento de carga, migracdo e eficiéncia de consumo de energia. Em uma plataforma de
consumo eficiente de recursos, € necessario a utilizacdo de algoritmos para estas fungdes,
a fim de manter um bom desempenho para os usudrios e utilizar a capacidade da maquina
fisica de maneira mais eficiente. O balanceamento de carga permite que os servidores de
aplicacao sejam distribuidos pela nuvem, oferecendo melhor desempenho ao usudrio.

A virtualizagdo auxilia a escalabilidade, a administracdo e o backup dos dados,
uma vez que mdquinas virtuais de diferentes configuragdes sdo criadas rapidamente e
podem ter seu estado salvo a qualquer momento. A flexibilidade proporcionada pela
virtualizacdo também permite que usudrios acessem diferentes tipos de sistemas opera-
cionais em diferentes configuracdes de RAM, CPU e capacidade de HD. A geréncia das
maquinas virtuais € feita pelo hypervisor, camada de software que emula o hardware da
maquina fisica para as maquinas virtuais. O hypervisor permite ligar, desligar, salvar o
estado das maquinas e, a maioria deles, realizar migracdo de VMs entre servidores.

A plataforma deve prover um sistema de armazenamento das imagens das
mdquinas virtuais e dos dados dos usudrios. E importante manter um backup dos dados,
que pode ser em outro sistema externo a plataforma ou interno, provendo redundancia de
dados caso um servidor falhe, impedindo que o usudrio tenha seus arquivos e aplicacdes
perdidas. Na base da estrutura existe uma camada fisica que corresponde aos servidores
e dispositivos de rede, onde sao hospedados todos os servicos. Os servidores fisicos sao
conectados por switches e roteadores, e nestes servidores sao executados programas de
gerenciamento e compartilhamento de recursos.

4. Experimentos

4.1. Metodologia

Os experimentos focam na anélise da camada de virtualizacdo por meio da comparagao
do desempenho do VirtualBox e do KVM para a hospedagem dos servigos de boot remoto
e do servidor de aplicacOes de um DaaS quando submetidos a um pequeno conjunto de
usudrios. Assim, pretende-se indicar qual hypervisor seria mais indicado para oferecer
estes servicos numa plataforma DaaS.

Para a realizacio do experimento, desenvolvemos uma ferramenta de geragdo au-
tomatica de carga que emula o comportamento dos clientes e coleta resultados referentes
ao uso de recursos do sistema em termos de CPU e memoria usada. A quantidade de



clientes, bem como o ndmero de amostras (repeticdes) do experimento, sdo parametros
da ferramenta. A cada amostra, a ferramenta executa o experimento que compreende dos
seguintes passos: lancamento de VMs que emulam os terminais dos usudrios; execucao
do boot remoto por meio do protocolo PXE, padrao na inddstria; autentica¢do e carrega-
mento da drea de trabalho do usudrio do terminal; execucdo das tarefas associadas ao
perfil do usudrio e coleta das métricas.

As atividades do usudrio na ferramenta seguem o trabalho de [Shabaitah 2014],
no qual eram definidas aplicacdes a serem executadas e acdes que o cliente faria. O
cliente definido na ferramenta executa as seguintes tarefas: acessa um site no Firefox,
abre um arquivo de 1,2 MB no LibreOffice Writer e edita um pardgrafo de trés linhas,
abre uma planilha de 256 KB e edita catorze células, abre uma apresentacao de 700 KB,
acessa outro site, executa o gcalctool e abre um documento PDF de 3,2 MB. As atividades
foram automatizadas pelo xdotool' e a carga gerada no servidor é medida pelo dstat* e
coletada para andlise. A ferramenta também pode ser configurada para outros perfis,
sendo necessario apenas adicionar um novo perfil e as atividades que ele fara durante a
sua execugao.

O LTSP Cluster® foi utilizado para prover o servico de DaaS. O experimento foi
realizado utilizando dois servidores: Root Server, que tem a fungdo de ser o servidor de
boot remoto, servidor de autenticagdo e de arquivos, e o Application Server, que exe-
cuta o servico de desktop virtual. A infraestrutura de testes utiliza um computador para
hospedagem de servidores virtuais com processador Intel Core 17 2.93 GHz 8 cores, 8GB
de RAM, e um computador para hospedagem de clientes para testes de carga com In-
tel Quadcore 2.66 GHz, 4GB de RAM. A Figura 2 mostra o esquema do experimento.
Neste experimento, buscamos medir o consumo de memoria e de CPU dos servidores que
hospedam o servigo ao longo do experimento.

Computador que
Servidor de hospeda servidores
virtuais

Clientes

Switch

0

Q S | 100 Mbps Oe@: |

4 GB RAM, 4 CPUs, 2.66 GHz 8 GB RAM, 8 CPUs, i7 2.93 GHz

Root Application
Server Server
1GB RAM, 4 GB RAM,

1vCPU 8 VCPUs

256 MB RAM, 1 vCPU o . .
Servidores virtuais

Clientes virtuais
Figura 2. Esquema do experimento de comparacao de hypervisors

O servidor de clientes executa a ferramenta de avaliacdo automadtica que controla
o experimento e inicia os clientes hospedados em méquinas virtuais por meio do hyper-
visor VirtualBox. A escolha pelo VirtualBox se deu ap6s a verificacdo de que nao havia
maiores diferengas no uso de um ou outro hypervisor para a hospedagem dos clientes e

Thttp://www.semicomplete.com/projects/xdotool/
http://dag.wiee.rs/home-made/dstat/
Shttps://www.ltsp-cluster.org/



por praticidade na automacdo do experimentos. Cada VM cliente foi configurada com
256 MB de memoria RAM e uma CPU virtual. Com esta configuracdo esperamos emular
a capacidade de hardware comum em thin clients. O outro computador hospeda os servi-
dores virtuais Root e Application Server. O servidor Root € configurado com 1GB de
RAM e 1 CPU virtual. O Application Server contém 4GB de RAM e 8 CPUs. Ambos os
servidores t€ém como SO o Ubuntu 12.04. As configuragdes dos servidores virtuais foram
ajustadas de modo a obter o melhor desempenho do sistema de DaaS, medido pelo tempo
de conclusdo das tarefas dos usudrios, com a restricao dada pelo hardware do computador
onde executam.

Para obtermos um tempo base de duracdo das atividades de cada cliente em um
ambiente real, executamos as tarefas do cliente cinco vezes em um notebook conven-
cional de 2GB de RAM, Intel Core TM 1.73 GHz com o Ubuntu 12.04 como sistema
operacional. As tarefas foram executadas com um tempo médio de 31,20 segundos, com
intervalo de confianca de 95% no valor de 1.12s.

4.2. Resultados

A Tabela 1 mostra a comparacao do consumo de CPU no Application Server.

Tabela 1. Consumo de CPU do Application Server utilizando VirtualBox e KVM
Consumo de CPU KVM | VirtualBox
Meédia de consumo (%) | 16.46 34.46

Desvio padrao 17.46 24.39
Valor maximo (%) 73.65 82.75
Valor minimo (%) 0 0

Verifica-se que o Application Server hospedado no KVM consome em média,
menos CPU do que no VirtualBox. Além disso, o desvio padrao mostra que o resultado
do VirtualBox € ainda mais varidvel do que o do KVM. Para confirmar o menor consumo
de memodria e a menor variabilidade do KVM, comparamos a partir de histogramas o
consumo de CPU durante o experimento. A comparacdo € feita na Figura 3. Na Figura
3(a), vemos que a maioria dos valores do KVM situa-se abaixo dos 30% de consumo de
CPU. Na Figura 3(b), percebemos que o VirtualBox possui muitos valores na faixa entre
30 e 70% de consumo de CPU.

A tabela 2 mostra os resultados em relacdo a memoria. Percebemos que os valores
sd0 muito proximos. Assim, pode-se concluir, que em nosso experimento hd vantagem do
KVM em relagd@o ao VirtualBox no quesito consumo de CPU, semelhante aos experimen-
tos de Opsahl, que também indicava uma melhor performance do KVM neste quesito.

A Tabela 3 mostra o tempo em que os clientes realizaram suas atividades simul-
taneamente no sistema de uma das amostras. Estes valores sdo um indicativo da qualidade
de experiéncia do usuério, e o impacto do consumo de CPU pode influenciar este quesito.
A partir destes resultados, podemos verificar que os clientes que executam suas aplicagdes
no Application Server que é executado no KVM obtiveram um desempenho melhor do
que no VirtualBox. Neste cendrio, percebemos que o tempo de execucao dos clientes no
KVM, em média, foi 58% maior do que o tempo base em um computador convencional
(31,20 segundos), contra 166% de aumento do tempo de execu¢dao no Application Server
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Figura 3. Histogramas de comparacao de hypervisors

Tabela 2. Comparagcao do consumo de memdria do Application Server
hospedado em diferentes hypervisors

Consumo de memoria | KVM VirtualBox
Média de consumo (%) | 34.17155 35.6743
Desvio padrao 18.97558 | 19.16496
Valor maximo (%) 56.43 56.18
Valor minimo (%) 8.48 9.42

no VirtualBox. O primeiro cliente obteve um tempo maior porque ele iniciou primeiro, e
enquanto tentava abrir o primeiro arquivo, os outros quatro clientes iniciaram o boot de
uma unica vez. O momento do boot € onde ha o maior consumo de disco € rede, € isso
fez com que o tempo de abertura do arquivo fosse bem maior que os demais.

Nos clientes que executaram suas aplicacdes no Application Server sendo exe-
cutado no VirtualBox, os tempos foram maiores e mais varidveis. Os ultimos dois tem-
pos, bem maiores, podem ser explicados pelo maior consumo de CPU do VirtualBox e
pela execugao simultanea de tarefas com maior consumo de recursos. Os trés primeiros
clientes iniciaram primeiro e, enquanto os outros dois ainda estavam iniciando, execu-
taram praticamente todo o script. Quando os outros dois iniciaram, a carga de trabalho no
Application Server era bem maior, levando os clientes 4 € 5 a executarem suas tarefas em
um tempo maior que os demais.

5. Conclusao e Trabalhos Futuros

A partir deste artigo, pudemos verificar que os resultados de nossos experimentos foram
semelhantes aos de [Opsahl 2013] para ambientes DaaS no consumo de CPU. Tal resul-
tado pode ser explicado pela forma como o KVM ¢ executado, uma vez que é¢ embutido
no kernel do Linux, diferentemente do VirtualBox que € um hypervisor executado sobre
o kernel. Desta forma, o KVM acaba sendo uma opcao mais eficiente devido ao melhor
uso de recursos da CPU.

Os testes apresentados neste trabalho sdo iniciais dada a pequena escala. Assim,
espera-se realizar experimentos de carga com um nimero maior de repeti¢cdes e de clientes
para verificarmos resultados referentes a carga gerada no Application Server a partir de
uma alta demanda de clientes leves e pesados.



Tabela 3. Comparacao do tempo de execucao das tarefas por cliente em difer-
entes hypervisors

Valores analisados KVM VirtualBox
Clientel 81.17s 51.05s
Cliente 2 43.59s 55.60s
Cliente 3 40.50s 51.72
Cliente 4 38.30s 113.56s
Cliente 5 41.38s 140.79s

Média dos tempos 48.99s 82.54s

Intervalo de Confianca(95%) | +/- 15,85s | +/- 36,72s

Outro trabalho futuro a ser conduzido € a avaliagdo do uso de containers para a
Cloud Computing, uma vez que esta estratégia reduz o overhead de processamento ex-
istente em maquinas virtuais. Na comparacdo de desempenho entre containers Docker?
e VMs usando o KVM [Seo et al. 2014], o Docker demonstrou ter vantagens em relagao
ao custo de armazenamento, o desempenho de processamento e o tempo de boot. Tal
resultado decorre do maior consumo de recursos pela virtualizagdo apenas para o SO con-
vidado, limitando a quantidade de VMs geradas e aumentando o tempo de carregamento
da VM. No Docker, o container é uma extensdo do SO contendo que permite aproveitar
memoria e armazenamento do hospedeiro de modo mais eficiente. Desta forma, utilzar a
virtualizacao por containers pode ser uma alterativa futura para ambientes DaaS.
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